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0 3.1: The Binomial and Related Distributions
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Definition
Let p € [0, 1]. A Bernoullirandom variable with parameter p is a
random variable X such that

@ P(X=1)=p,and

@ P(X=0)=1-p.

Definition
@ Letne N, and p € [0,1],
@ and let Xj, ..., X, be independent Bernoulli random variables with
parameter p.

@ The random variable ;
X = Z X
i=1

is a binomial random variable with parameters n and p,
@ denoted X ~ b(n, p).
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Characteristics of a Binomial Random Variable
@ Let X ~ b(n,p).
@ The p.m.f. of X is

P[X:X] = (Z)px('l —p)n*X,forX:O,'l,...

@ Them.g.f. is
M(t) = (1 — p+ pe")", for t € R.

@ E(X)=np
@ Var(X) = np(1 — p)
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Theorem

@ Let Xi,...,Xm be independent random variables such that
@ X; ~ b(nj,p), fori=1,....m.
@ Then

m m
ZX,- ~b (Zn,-,p) .
=1 i=1

Theorem
Suppose Xy, ..., Xm are independent random variables with m.g.f.’s
My, ..., Mn. Then the moment generating function of >, X; is given
by
m
M(t) =T mi(t)
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Definition
@ Consider a sequence of independent Bernoulli trials with
P(Success) = p, and let r € N.
@ Let Y be the number of failures that occur before the rth success.
@ The p.m.f. for Y'is

y+r—1
r—1

P[Y:y]:< >pr(1—p)y,fory:0,1,...

and Y is said to have a negative binomial distribution.

@ A negative binomial distribution with r = 1 is called a geometric
distribution.
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Definition
@ Consider a set of N objects consisting of Ny red objects and
N — Nj blue objects.

@ Select n of these objects at random, without replacement, and let
X be the number of red objects in the sample.

@ Then the p.m.f. of X is

Nyy (N—Ny
N [

)

and X is said to have a hypergeometric distribution.
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e Section 3.2: The Poisson Distribution
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Poisson Process
@ X has a Poisson distribution with parameter m if

X A—M

mXe
P[X =x] = 0

,forx=0,1,...

@ Stream of “phone calls”

@ Let g(x, w) be the probability of receiving x phone calls in a time
interval of length w
@ Assumptions:

g(1, h) = \h, for small h

> ven 9(x, h) = 0, for small h

The number of phone calls in nonoverlapping intervals are
independent.

()\W)Xef)‘w
X!
@ The number of phone calls received in an interval of length w is a

Poisson random variable with parameter m = Aw.
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If X has a Poisson distribution with parameter m,
° M(t) = M-
@ E(X)=m
@ Var(X)=m
@ For a Poisson process, the parameter A represents the average
number of “phone calls” in an interval of length 1.

@ The average number of “phone calls” in an interval of length w is
Aw
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e Section 3.3: The Exponential, I', 2, and /3 Distributions
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A random variable X has an exponential distribution with mean 3 > 0 if
its p.d.f. is

1 _x
f(x) = Ee g, for x > 0.
The waiting time between “phone calls” in a Poisson process with
parameter )\ is exponentially distributed with mean 5 = %

e Leta, 3> 0.
o

M(a) := / y*~ e Vdy
0

@ IN(a)=(a—1)!, fora € N}
@ If the p.d.f. of X'is
L
M(a)pe

then X is said to have a gamma distribution with parameters «
and beta, i.e., X ~ I'(a, ).
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@ Let o € N,.. The waiting time until the ath “phone call” in a
Poisson process with parameter \ has the distribution I'(«, }).

@ Ifa e Ny, and Xi,..., X, are i.i.d. exponential random variables
with parameter 3, then

X1+ + Xy ~ T (a, B).

@ M(t)=(1-pt)=>,fort < 3.
o E(X)=af
@ Var(X) = af?

Definition
@ leta= 4, wherer e N, and 3 =2.

@ The corresponding gamma distribution is called a x? distribution
with r degrees of freedom, denoted x?(r).
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Theorem

Let Xi, ..., X, be independent random variables.
@ IfX;~T(aj,B), fori=1,....n then> 7 X; ~T(> L, i, B).
@ IfX; ~x2(r), fori=1,....n,then 3.1 Xi ~ x2(3.1_4 ).

Definition
Let o, 6 > 0, and suppose the p.d.f. of X is

a4+ 5) o
09 = Far@m™

Then X is said to have a beta distribution with parameters « and g.

(1—x)P~1,for0 < x < 1.

(Tarleton State University) Chapter 3 Fall 2009 14/27



@ Section 3.4: The Normal Distribution
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Definition
A random variable Z with pdf

2
f(z) = exp {—2

has a standard normal distribution.
@ lts mean is 0.
@ Its variance is 1.

z },ZER
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Definition
A random variable X has a normal distribution with mean . and
variance o2 if

X=0Z+ u,

where Z is a standard normal random variable, i.e., if

has a standard normal distribution.
® X ~ N(u,0?)
@ lts density is
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Theorem
If X ~ N(u,0?), then

)2
v X 2#)
(o)
has a x?(1) distribution.
Theorem
Let Xy, ..., Xn be independent random variables such that
Xi ~ N(uj,0?), fori =1,...,n. Then, given constants ay, ..., an,

n n n
V=3 ax <N (z S a;?a;) |
i=1 i=1 i=1
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Corollary

Let Xy, ..., Xy be i.i.d. normally distributed random variables with
mean 1. and variance 2. Then

n
X =n"">"Xi ~ N(u,0?/n).

i=1
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e The Multivariate Normal Distribution
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Definition
Let Zy,...,2Z, bei.i.d. N(0,1) random variables. Then the random
vector Z = (44, ..., Z,)" has a multivariate normal distribution with
@ mean vector E(Z) =0, and
@ covariance matrix cov(Z) = I,.
@ Z ~ Np(0, 1)

Mz (t) = exp {;t’t} :

1 1
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Definition
The random vector X has a multivariate normal distribution if
X=%:Z+p,
where p € R, ¥ is an n x n positive semi-definite matrix, and
Z () Nn(o7 In)
e EX)=np
@ cov(X)=X
o X ~J Nn(/.l, Z)

°
1
Mx(t) = exp {t’u + 2t’Zt}

@ If X is positive definite,

1 1 _q
fx(x) = WGXP{—Z(X— P (x = M)} , X€R"
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Theorem
Suppose X ~ Np(p,x), A€ R™" and b € R™. Then

AX + b ~ Np(Au + b, ATA)).

Corollary

Suppose X ~ Np(u,X), and let Xy and Xo be be random vectors
containing the first ny and last n, = n — ny components of X,

respectively, i.e.,
_( %
X = ( o ) |

Partitioning . and ¥ accordingly, we have

1 Y11 Xy )
= ,andx = :
a < H2 ) < Yo1 Xo22

Then Xy ~ Np, (111, %11), and Xa ~ Np, (12, £22).
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Theorem

Let X = (X{, X})', as in the previous corollary. Then X; and X, are
independent if and only if X1, = 0. That is, two jointly normal random
vectors (variables) are independent if and only if they are uncorrelated.

Theorem

Suppose X = (X{, X})', as in the previous corollary. Then the
conditional distribution of X given X5 is

Nim(p1 + Z12X 50 (Xo — p2), Z11 — Z12X 57 To1).
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@ Section 4.1: Expectations of Functions

(Tarleton State University) Chapter 3 Fall 2009 26 /27



Theorem

(*]
n

n
E(>ax )= > aEw)
i=1

i=1

(Tarleton State University) Chapter 3 Fall 2009 27/27



	3.1: The Binomial and Related Distributions
	Section 3.2: The Poisson Distribution
	Section 3.3: The Exponential, , 2, and  Distributions
	Section 3.4: The Normal Distribution
	The Multivariate Normal Distribution
	Section 4.1: Expectations of Functions

