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0 Section 5.6: Normal Theory
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Definition
@ Suppose Uy, ..., Uy are lID N(0O,1).
@ Then the random variable

has a x? distribution with d degrees of freedom, denoted x2(d).

Definition
@ Suppose U and V are independent, U ~ N(0,1), and V ~ x2(d).
@ Then the random variable

e Y

JV/d

has a t-distribution with d degrees of freedom, denoted {(d).
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Theorem

Assume a multiple regression model satisfies the assumptions from
Chapter 4 and the disturbance term e is normally distributed. Then

® 3~ N(B,a?(X'X)™).
eellf
o ell* ~ o®x5_,
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Corollary

@ Assume a multiple regression model satisfies the assumptions
from Chapter 4 and the disturbance term e is normally distributed.

@ Consider the testing problem
Ho : Bk =0 vs. H,Bk#o

o Let R
SE
where SE = &/(X'X),.

@ Under Hy, t has a t distribution with n — p degrees of freedom.

@ Decision Rule: Reject Hy if |t| > t,/2(n — p).

@ The p-value corresponding to t is the area under a t(n — p) curve
outside of the range (—t, t).
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Console

= mymode] =Tm -l +x2+x3)
= summary{mymodel )

call:
Im(formula = ¥ ~ x1 + x2 + ®3)

residuals:
Min 13 Median 30 Max
—23.54593 -6.4823 0. 74582 5.5936 24,9169

coefficients:
Estimate Std. Erraor T walue Pri-[t])

(Intercept) (50.04082 2.94308 17.003 <« Ze-lg www
=1 4.43642 0.31865 13.621 <« Ze-lg www
e 21.64408 3.12069 6,936 4,7e-10 #ww
X3 -0.55334 0.03271 -16.919  « 2e-la wWww
signif. codes: O fwww® 0,001 fw%? 0,01 %' 0,05 .7 0.1 ¢ 1

residual standard error: 9.463 on 96 degrees of freedom
Multiple rR-sguared: 0.8593, adjusted R-sguared: 0.855
F-statistic: 195.5 on 3 and 96 DF, p-value: < 2.2e-16

> namessummaryCmymodal )]

[1] "call" "terms" "residuals" "coefficients”
[5] "aliased" "sigma" tdf "r.sguared"”
[9] "adj.r.squared” "fstatistic” "cov.unscaled”

= summarymymode | 15, sgquared
[1] 0.8593479

=
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e Section 5.7: The F-test
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A Mathematics Education Example

Example

Post-test; = 31 + B2Pre-test; + S3HSrank; + 84MathSAT,; + 35VerbSAT;
+ BeNumAbsences + S7GroupWork; + pgClickers;
+e€j, fori=1,...,1000.

Handling Dichotomous Variables

1, if the ith subject used clickers
0, if the jth subject did not use clickers

Clickers; = {

How would we handle a categorical variable with more than two
levels?
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Example

@ Consider the variable high school, whose values are Abrams,
Baldwin, Campbell, and Daniels.

@ Variable has 4 levels.
@ The first level, Abrams, is the reference level.
@ The other three levels require “dummy variables”, also called

“design variables”.

Baldwin; = {1’

0,

1l

Campbell; = 0.

. 1,
Daniels; = {

0,

if the ith subject is from Baldwin High School

otherwise

if the ith subject is from Campbell High School

otherwise

if the ith subject is from Daniels High School
otherwise
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Full Model Incorporating High School

Post-test; = 31 + [oPre-test; + S3HSrank; + 34MathSAT,; + [5VerbSAT;
+ BeNumAbsences + g7GroupWork; + SgClickers;
+ BgBaldwin; + g10Campbell; + 511Daniels;
+ ¢, fori=1,...,1000.

@ How can we test that there is not a statistically significant
association between Highschool and Post-test?

Ho : B9 = B10 = B11 = 0 vs. H : At least one of 89, 819, 811 iS nonzero
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@ Consider a multiple regression model
Y = X3 +e.

@ Model satisfies assumptions of Chapter 4.

@ ¢ ~ N(0,52))

@ Let py be an integer such that 1 < py < p, and consider the
testing problem

Ho : Bp—py+1 == Bp=0vs.
H : At least one of Bp_p+1, ..., Bp is nonzero

Hop : The last py coefficients 3; are all zero
H : At least one of the last py coefficients j3; is nonzero

(Tarleton State University) Chapter 5 11/22



Ho : The last py coefficients 3; are all zero
H : At least one of the last py coefficients 3; is nonzero

@ Let X(®) be the design matrix with the last py columns removed
(X©)is nx (p — po)).
@ Under Hg, the model is

Y = X(9806) 4 ((9)

- 5(5) c RP—Po
o (9 ~ N(0,02))

@ Original model:
Y=XB+¢
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The F-statistic

@ Fit both models

@ f=(X'X)"'X'Yand Y = X5.

@ A8 = (X(S)’X( N~ XYY and Y(8) = x(s) 3(s),
@ The F-statistic for the testing problem is

Y12 = 17)12) /o

(
F = e/ p)

@ Book’s definition:

(IXBI1% — [ XB12)/po.

F = ez p)
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Other Forms

o
F_ (€91 — llel*)/po
lel|2/(n— p)
° RSS;—RSS,
F— ( P;*p1 2)
<RSSZ)
n—pz
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Theorem

For the testing problem described in this section, under Hy
U =[IXB2 — [ XEBE)|2 ~ 02y E,

V= lel” ~ o®x5p

ul v

F ~ F(po,n— p), that is, F has Fisher’s F-distribution with py
degrees of freedom in the numerator and n — p degrees of
freedom in the denominator.

Decision rule: Reject Hy if |F| > F.(po, n — p).
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More General F-test

Theorem

@ Consider a multiple regression model Y = X3 + ¢ satisfying the
assumptions of Chapter 4, and assume that ¢ is normally
distributed.

@ Let Vy < V < RP, and consider the testing problem
Hy:B8€ Wvs. H: € V\Vo

@ Let ey and e be the residual vectors under Hy and H, respectively.
@ Then the test statistic

leoll® — [[€l|?)/(dim(V) — dim( Vo))

_<
F= lel?/(n — dim(V))

has an F(dim(V) — dim(Vp), n — dim(V)) distribution.
@ We reject Hy if |F| > F,(dim(V) —dim(Vy), n — dim(V)).
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Example using Lab 2 Data

@ Model from Lab 2
Yi = Bo + B1 X + BaXio + B3 Xiz + ¢, fori=1,...,100.

@ Here, n=100 and p = 4.
@ Consider the testing problem

Ho: By = B2 = B3 = 0 vs. H: Atleast one of 51, 5o, 53 is nonzero

@ pp=3
@ F=1955
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Console

= mymode] =Tm -l +x2+x3)
= summary{mymodel )

call:
Im(formula = ¥ ~ x1 + x2 + ®3)

residuals:
Min 13 Median 30 Max
—23.54593 -6.4823 0. 74582 5.5936 24,9169

coefficients:
Estimate std. Error T walue Pri-|t])

(Intercept) 50.04082 2.94308 17.003 <« Ze-lg www
=1 4.43642 0.31865 13.621 <« Ze-lg www
e 21.64408 3.12069 6,936 4,7e-10 #ww
X3 -0.55334 0.03271 -16.919  « 2e-la wWww
signif. codes: O fwww® 0,001 fw%? 0,01 %' 0,05 .7 0.1 ¢ 1

residual standard error: 9.463 on 96 degrees of freedom
Multiple rR-sguared: 0.8593, adjusted R-sguared: 0.855
[F-statistic: 1595.5 on 3 and 96 DF, p-value: < Z.7e-14]

> namessummaryCmymodal )]

[1] "call" "terms" "residuals" "coefficients”
[5] "aliased" "sigma" tdf "r.sguared"”
[9] "adj.r.squared” "fstatistic” "cov.unscaled”

= summarymymode | 15, sgquared
[1] 0.8593479

=
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Interpreting t and F-tests

@ Significant t and F-statistics do not prove the model is valid.
@ They assume the model is valid.

@ If the model is valid and the test statistic is significant, there is
strong evidence that the null hypothesis is false.
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e Chapter 5 Closing Remarks
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Asymptotics

Under certain regularity conditions (see endnotes for Chapter 4),

@ 3 is asymptotically normal.

@ Asymptotically, under the null hypothesis, the t and F-statistics
have the distributions given in Chapter 5.
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Other Issues

@ Data snooping

@ Replication

@ Cross validation

@ Scientific Method

@ We need methods for model assessment (diagnostics).
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